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7. Hu3kas creneHb pucka CHUKEHUS IOXOJHOCTH IO CPAaBHEHUIO C BJIOKEHUEM CPEJICTB B akuuu. Jlo-
XOJI, TIOJTy4YaeMbIii ”HBECTOPOM IO OOJIUTAIUSAM, HE 3aBUCHT OT PE3YJIbTaTOB XO3SHCTBEHHOW JEATEIbHO-
CTH MHBECTOPA WU OT BOJATHIHLHOCTH PBIHKA. TO €CTh BIIOKEHUS B OOJUTAIINU SBISIOTCS MEHEE PHUCKO-
BaHHBIMU.

8. CpaBHHUTEIBHO HEBBICOKUE TPAH3aKIMOHHBIC M3JCPKKH. J[1si MHBECTOpa pacxobl Ha puodpeTe-
HUE 00JMTanuil (aKTUIEeCKH 3aBUCAT OT pa3Mepa KOMUCCHOHHBIX OpOKepy.

9. JIproTHBIN pexuM HasoroobsoxkeHus. [1o eBpooOnmuranusM MpoeHTH! BHIJIAYNBalOTCs 0€3 BhIYeTa
HAJIOrOB Ha IpoIleHThl 1 nuBuieH bl (Withholding tax). Hamor (y»e kak 4McTO MOJA0XOHBIN HAJIOT) T1ia-
TUTCS MTHBECTOPAaMH TI0 3aKOHOJIATENILCTBY CBOEH CTpaHbl. Ecnu jke MEeCTHOE 3aKOHOJATEIhCTBO MPE.y-
CMaTpWBaeT yJep>KaHHe Hajlora Ha MPOIEHTHI, KOTOPBIN TIATUT 3a€MIIHK, TOCIETHUI 0053aH JOBECTH
BEITMYMHY MPOICHTHBIX TUIATEXKEH JO YPOBHSI, OOCCIICUMBAIOIIETO WHBECTOPY MPOILICHTHBIN TOXO, PaB-
HBII HOMUHAIBHOMY KynoHy. [[prHUMas BO BHUMaHUeE, YTO €BPOOOJIUTAIINA B OCHOBHOM BBIITYCKAIOTCS
Ha TPEABSBUTENS, 3TO TIO3BOJSET WHBECTOPAM MPUMEHATh PA3JIMYHBIE CXEMbl MUHIUMH3AIMHA HAJIOT000-
JIOXKEHHUSI, B TOM YHCJIE TIOCPEICTBOM TOPTOBIM Yepe3 odiopHbie cuera [5, ¢. 26].

Takum 00pa3oM, UHBECTOPHI HA PhIHKE €BPOOOJIHMTraIlHii, B €r0 IUPOKOM ITOHMMAaHUH, XOPOIIIO 3alllu-
IIEHBl ¥ UMEIOT MAacCy BO3MOXKHOCTEH JJIsl peajn3allii CBOWX Ilesiell. B 1menoM MOXHO OTMETHTh, 9TO
nehoITOB O €BPOOOIUTAIISIM MEHBIIE, YeM Ha JIOKAIBHBIX PBIHKAX. DTO CBSA3aHO ¢ 0COOOU MEHHOCTHIO
MEXIyHapOJIHOW pEenyTaIliy, 3allUTON MpaB U WHTEPECOB MHBECTOPOB. 3HAYHUTEIbHBIC MPEUMYIIECTRA,
KOTOPBIMHU O0JIaJIaf0T €BPOOOIIUTANN KaK C TOYKH 3PSHUS 3a€MIINKA, TaK U CTOYKH 3PEHUS KpeauTopa
(MHBECTOPA) TIO3BOJIMIIN €BPOOOJIUTAITUSAM BCETO 32 HECKOIBKO JECATHICTHH 3aHATh 3HAUNTEITHFHOE MECTO
Cpeld UHCTPYMEHTOB MPUBJICYCHHS BHEIIHETO (PMHAHCUPOBAHUS, a TAKXKE KIIFOUEBYIO IMO3MIIMIO HA MU-
POBOM pBIHKE IIEHHBIX OyMmar.
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The article is the result of research on identification of models of production processes in terms of
non-classical assumptions for quality management purposes. It discusses the classical model and indica-
tors for assessing the ability that assume as its starting point the assumption of normal distribution fea-
tures of the process. It proposes a general process model that allows precisely describe statistical charac-
teristics of the process in any real case. In comparison to the classical approach it gives a more exact,
determination of its capabilities. This model contains the type of process, statistical distribution and the
method for determining the capacity and efficiency (long-term capacity) of the process.

The proposal contains own classification and the resulting set of types of processes. The classification
follows the recommendations of ISO 21747 2006 introducing models for non-stationary processes. How-
ever, the set of types of processes allows, beyond a more precise description of the process features, to
use it to monitor the process.

We present a method that allows the identification of the process model in each case to choose the
most appropriate model for the purposes of assessment, control and monitoring. Description of the meth-
od is illustrated by a block diagram of the main steps of proceedings.

Methods of identification are not currently known in the literature and it is an important theoretical
and practical issue that deserves a solution.

Practical applications require computer-aided methods and specific algorithms of execution shown on
the diagram of statistical tests.

Such a detailed presentation is beyond the scope of this paper.

In accordance with modern concepts of quality management in the sphere of production it comes
down to solve the following problems:

— effective monitoring of the variability of production processes and their ability to manufacture prod-
ucts with a given level of quality,

— response to changes in the process, in particular the location of place and reason of the formation of
various types of non-compliance with the specifications of products,

— improving processes by reducing the volatility of their parameters and hence the variation of quality
of products.

Since the variability of processes and product characteristics can be described in terms of statistics,
statistical methods mainly and area of expertise referred to as "statistical process control" are important in
its reduction. Most of these methods for the effective application also require computer support.

To monitor the status of the process Shewhart control cards are traditionally used. The control limits
are determined on the assumption that the process is stabilized, which means stability in time of the ex-
pected value and standard deviation of the variable, and is subject to the normal distribution.

Under these assumptions, the statistical parameters and process control limits of cards are determined
from the parameters of samples taken from the process in the phase of preliminary tests.

If the process satisfies the assumptions of stability - we say often that it is "under control" - the quality
in time characteristics is represented by a model often referred to "Shewhart process model" in the form:

X, =u+e, t=12,.. (1)

x, - the value of the variable (product characteristics) at time t,

W - process constant,
&, - variable with normal distribution N (0, ©) representing the random influences.

A change to one of the assumptions in real conditions (e.g. the expected value or standard deviation)
drives the card to generate the signal of the deregulation process, which is

the main purpose of the card.

Boundaries designed in such a way correspond to the scope ¢ +3c of normal distribution variable

and determine the "natural variability of the process". They are also the basis for calculating the process
capability with respect to the technical requirements defined by two indicators [7 s.351, 355]:

 USL-LSL

C
’ 60

2)
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3

2

C, - min{USL—,u . ,u—LSL}

30 30

where C,,C, — Respectively process capability index and a minimum capability of process,

USL, LSL - Respectively the upper limit and lower limit of tolerance, o - The standard deviation of the

variable.

The assumptions made in classical SPC conform to a model (1), which is not always appropriate to
the actual situation, what must be a fundamental feature of each model.

Practical situations in the industry led to a change of methodological approach, recognizing several
classes of process models, among which " Shewhart’s processes " (normal) represent only one class.
Recognition of the need to introduce new models of processes in some countries took a form of official
standardization guidelines and recommendations. One example is Germany, where in 2002 DIN 55319 -
Qualitatsfahigkeitskenngréen was developed.

Also, a number of company recommendations (e.g.. Ford) provides a basis for the control, the need for
analysis and process identification [2, p. 81.86], and for the use of special methods, if the distribution is
incompatible with the normal.

The new approach was formally introduced in 2007 by ISO 21747 [3].

The use of this approach makes it necessary to identify potential types of processes and how to identi-
fy them and to establish statistical models for proper determination of process capability as well as their
monitoring and control. The aim of the study is to present solutions to these two problems.

1. TYPES OF REAL PROCESSES

The new approach introduced by ISO 21747, recognizing non-stationary processes, distinguished eight
types of processes called distribution models shown in Table 1.

The term "distribution model" was interpreted as "a specific schedule or distribution class [3 p.1] (6, p
A7).

Distribution of the properties in the standard means "information about the probabilistic behavior of
the properties” and “distribution class”, "a specific family of distributions, in which every member has
the same common characteristics under which the family is fully specified". Classification was based on
the criteria shown in the table 1.

Table 1 — Basic characteristics of the time-dependent distribution models

time-dependent distribution models
Feature
Al A2 B Cl C2 C3 C4 D
location c c c r r s ST ST
variability c c st c c c c st
Temporary distribution nd Im nd nd nd as as as
Resulting distribution nd Im Im nd Im as as as

Source: [5, p.14].

Among these measures were the location and characteristics of distribution dispersion, and the charac-
teristics of the instantaneous distribution and the distribution of the output.

Features of the location and dispersion are affecting the nature of the variability of these parameters of
the distribution. The designations shall specify:

—"c" - this parameter remains constant during the study period (longer period).

—"r" - this parameter varies randomly,

—"s" - this parameter is changed in a systematic way,

— "sr" - this parameter is changed in a systematic and random way.

The characteristics of the distribution are marked, in turn, by the following abbreviations:

—"nd" - normal distribution (normally distributed)

—"1m" - other than the normal distribution, unimodal (one mode only).
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— "as" - distribution of any shape (other than normal).

Temporary Distribution is characterized by the behavior of properties when tested in the short term.
These properties are based on measurements of small samples, making up random sample. Usually it is
the interval during which the sample is taken from the process.

The resulting distribution, sometimes called output decomposition of a process, is obtained from ob-
serving the process over a longer period. Then changes in the position of temporary distribution in the
dispersion of the measurement resulted, and even other parameters of the distribution revealed.

Models of distribution, as time-dependent, are divided into four main categories:

A - processes with fixed position and dispersion, in which the instantaneous distributions do not
change and are in accordance with the output distribution;

B - processes of fixed position but a variable dispersion;

C - processes of the solid dispersion but changing position in time;

D - processes with both variable characteristics.

Despite the importance of formal recognition by the ISO-21747 of non-stationary processes in the
SPC, their own classification was proposed. It is one of the results of the study. It used, besides the crite-
ria adopted in the standard, an additional criterion - "The distribution of the instantaneous position." Also
it adopted a clear division of location and momentary distraction of distribution.

Based on the analysis of the various practical examples and presented in the literature synthetic classi-
fication of process shown in Figure 1 was made. For A2-type processes there examples of types of distri-
butions were given. They do not exhaust all possibilities that may appear in the actual processes. Closer
characteristics of the different types of processes was presented in Table 2.

On the basis of five criteria (shown in the columns of Table 2) 13 types of processes into
which each real process can be classified were distinguished. The last column gives the
models are also possible for use in determining " natural capability of process". The model
includes a method for determining the ability of (M1, M2) and a statistical distribution or
group of distributions (Fig. 1).

Designations in Table 2 specify the following models or group schedules:

IJMD — other than the normal unimodal distribution,

NR — normal distribution "extended",

NN — distribution is not normal and not unimodal,

MRN — a mixture of normal distributions (table 2).

Expanded distribution here means fitted statistical distribution in which "the natural variability of the
process" has been calculated using the additional variability (method M2) defined by one of the following
formulas:

Loy = n(lax)()? . )— n(lin)()? ; ) - According to the span of average samples 4)
ie(1,N ie(l,N
4., = wariancja (ANOVA) - According to the method of analysis of variance (5)

where X, - The average value of a feature in the i-th sample, N - total number of samples in the sam-
ple.

However, the standard does not provide detailed method for inclusion of an additional
variation determined by ANOVA or process models, for which a suitable variant shall be used (4), (5) of
additional variance.

Closer characteristics of the methods listed in the "model of distribution” of Table 2 is presented in [1]
and [3].
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Fig. 1 — Classification of production processes from the point of view of statistical models
of the distribution of characteristics

Source: [own development].
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Table 2 — Characteristics of the types of processes with the potential models of statistical distributions

Pro- Tempora Momentary Ol?iztgb;l;;on Distribution of| Distribution
cess ) porary dispersion porary temporary data|of total data Distribution model
ocation - position .
type (variance) (means) (samples) |(populations)
Al Constant Constant - Normal Normal Ml
(Normal)
A2 Constant Constant - Inny JIMD [JMD M1- IIMD
. M2-a2-1
Bl Variable Constant IJMD Normal Normal MI-NR1
. MI1-MRN,
B2 Variable Constant Normal Normal NN MI-NR2 = M2-a2-2
B3 Variable Constant | Linear Trend Normal NN M;izl\_/gllN
. M2-a2-1
B4 Variable Constant Normal Normal Normal MI-NRI
Cl Variable Constant 1JIMD Normal NN MI1-MRN
C2 Variable Constant 1JIMD 1JIMD NN MI1-MRN
D1 Variable Variable 1JMD Normal NN MI1-MRN
D2 Variable Variable Normal 1IMD NN M1-MRN
D3 Variable Variable NN NN NN MI1-MRN
. MI1- MRN
El Constant Variable - Normal NN MI-NR3 = M2-a3
E2 Constant Variable - 1JMD NN MI1-MRN

Source: [own elaboration].

M1-1JMD - method of percentages (MUP), matched unimodal distribution other than the normal,

M1-MRN - method of percentages (MUP), matched mixture of normal distributions,

MI1-NR1 - MUP, the normal distribution of the total variance by ANOVA (normal expanded)

M1-NR2 - MUP, a normal distribution with variance by a combination of the total variance and the variance of
the instantaneous position,

MI1-NR 3 - MUP, a normal distribution with variance total by a mixture of normal distributions,

M2-al - method of explicit inclusion of an additional variation of "al"

M2-a2-1 - method of explicit inclusion of an additional variation of "a2-1"

M2-a2-2 - method of explicit inclusion of an additional variation of "a2-2"

M2-A3 - the method explicit inclusion of diverse temporary variance.

2. MODEL OF THE PRODUCTION PROCESS IN THE TERMS OF NONCLASSICAL
ASSUMPTIONS

The concept of the model is defined differently in the literature, depending on the field of knowledge
and needs in solving specific problems.

According to M. Tyranska model is a "simplified representation or representation of reality (from the
Latin. Modus means to measure, model, the way in which you do things). It presents the structure, fea-
tures, operation of existing or proposed facility, providing information that will enable knowledge about it
"[5 p.343].

Model focuses on the elements characterizing the object from a particular point of view or which have
significant impact on the specific process.

The object of interest in this work is a model that aims to precisely determine the capacity and effi-
ciency of the process with more general than classical assumptions.
The model of the process, including the method of identification is shown in Fig. 2.

The model presented on it is a graphical schematic description of manufacturing process in terms of
non-classical assumptions for its evaluation and control. Like mathematical models it consists of two
basic parts:

— describing in a certain way, a set of variables and relationships between them (in the mathematical
models in the form of an equation or set of equations)

— presenting the method of determining parameters (equation or set of equations) called estimation pa-
rameters of the model.
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Both parts can be specified by model in the broad sense. The first part is a model in the strict sense.
This first part is mostly a mathematical model in the usual sense, but without the second part "model" is
only a vague description of reality without practical application.

This division also clearly visible in Figure 2. A section called process model is a model in the strict
sense. With the "method of identifying a process model", it is a model in the broad sense. The model con-
sists of:

— the type of process and its characteristics,

— statistical distribution characterizing the process,

— evaluation of process performance.

The identification method based on a random sample identifies parameters of the model (that well de-
scribes the process) for the specific process. From the set of types of processes the type of process and its
characteristics are selected. It is the phase of process type identification (fig. 2).

Methods of
calculations of
Set of process _Setof capacity and
types distribution efficiency of
types processes
1 Random trial
v

PROCESS MODEL IDENTIFICATION
METHOD

Phase I — Process type identification
Phase I — Definitione of statistical distribution
Phase IIT — Determination of proces efficiency

:

PROCESS MODEL
Process type Adapted .
Process features statistical ]_Eﬂ"{':lmcy
distribution indicators

Fig. 2 — Graphical representation of the model of the production process in terms of nonclassical
assumptions
Source: [own development].

Then a statistical distribution that best characterizes the process is fitted - from the set of types of dis-
tributions. It is the phase to determine statistical distribution. In the third phase process performance indi-
cators are calculated. For a given type of process an appropriate method of calculation of productivity
shall be adopted (and possibly abilities). The data provided to it are from the characteristics of the distri-
bution. The steps of method of identification are shown in Chapter 3.

3. METHOD OF IDENTIFICATION OF PROCESS MODEL

Proper identification of various types of processes and corresponding models of statistical
distributions is a crucial issue in determining their further qualitative ability, monitoring and
control. In this regard at the same time there is no appropriate method. Therefore, an attempt
was made to develop it.

Identification of process model in the form of so-called. preliminary tests is carried out
where:

— SPC control card is introduced for the first time,

— production of a new or changed product is started

— production conditions have changed, ie. change of materials, technologies, personnel,
equipment, etc.,

— periodic check the constancy of adopted parameters and the adequacy of the model.

The procedure for identifying the model is a logical sequence of statistical tests
as a result of which we should get answers to basic questions, such as:

— If the process is stationary, i.e. Has it a constant expectation and constant variance?

— Does lack of stationarity of process is only caused by volatility during the expected value with the
existence of constant variances?

— Is lack of stationarity of the process due to variation in the time variation of the process with the sta-
bility of the expected value?
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— If there is a non-stationary process both in terms of its location and the dispersion (the expected val-
ue and the variance)?

— Whether temporary distribution of data is a normal distribution?

— Whether the total distribution of data is a normal distribution?

Based on the answers to these questions we identify the type of process.

After identifying the type of process the next problem is to calculate the so-called natural boundaries
for  individual cases of processes. They are used to assess the capacity
and performance, as well as being used in the control cards.

It is connected with somemore questions:

— what statistical distribution, from the set of classic distributions, most accurately describes the distri-
bution of measured values of the process in the case of stationary processes?

— which non-classical distribution describes the distribution of measured values for non-stationary
process?

— what method should be applied to determine the natural capacity of the process?

After obtaining answers to these questions it follows the calculation of the natural boundaries of the
process and its quality ability.

This carried out step is based on the general guidelines described in ISO standards.
However, they do not involve the choice of particular methods. This problem is resolved,
but it is not presented here.

Graphical representation of the identification procedure is shown in Fig. 3 (a-e). It consists of the three
phases:

— identification of the type of process (Fig. 3a, 3b, 3c),

— identification of statistical distribution model (Figure 3d, 3e¢),

— designation of process capability (Figure 3d, 3¢ ).

The second and third phase are shown together in conjunction with particular types of processes.

The block diagram contains a standard references between pages, using a dual convention to go to cer-
tain parts of the scheme. Numerals refer to parts of the procedure describing the type of process identifi-
cation phase. Gray letter marks (e.g. A1, B3) indicate the places of the second and third phases identified
for a specific type of process.

CONCLUSIONS

Synthetically presented statistical models of processes allow precise, real their characteristics. This
gives a true picture of the capacity and efficiency of the processes, and using this term ability we meet
requirements. The model also indicates the real causes of instability and directions the operation of pro-
cess improvement.

This is an important theoretical and practical topic. The method of identification of the process model
allows in each case to choose the most appropriate model for the assessment, control and monitoring.
Methods of identification are not currently known in the literature and

this is an important issue that deserves a solution.
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