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Abstract. The result of operational decisions of fashion should be evaluated accuracy. In order to forecast 
accuracy, an improved forecasting algorithm, which combines correlation analysis, artificial neural 
network and the other computation skills, is proposed in this paper. The analysis of practical situations 
indicates that this improved algorithm can generate reasonably good forecasting quickly under the 
condition of limited data. We have compared our method with back propagation neural network 
combined with genetic algorithm. The result shown that our developed method can forecast the fashion 
sales with better results.  

Fashion retailing is an industrial practice widely applied in modern garment marketing [1]. The 
new designs have to capture the latest fashion trend that the market most prefers. Since the period of 
fashion retailing is very short, the prophase useful information is limited, the accuracy and speed of 
fashion forecasting are critical. 

The grey method is considered as a good instrument for forecasting without sufficient historical 
data and has been used to establish forecasting scheme [2]. But sometimes it was also relatively unreliable 
[3]. The grey method will be poorly performed when the prophase information has no obvious trend. 
Method based on artificial neural network is one of the very effective methods for forecasting of sales [4]. 
The different models based on an artificial neural network and its improvement variants have been 
constructed to predict the saleroom in the last few years [5-7]. Choi and Luo have proposed more suitable 
forecasting model respectively combined the extreme learning machine and the grey model and the 
genetic algorithm with artificial neural network in 2014 [8-9]. However, our work shown that the latest 
model has not outstanding performance when the number of arguments is too small, for example from 3 
to 5 weeks. The aim of this paper is to improve the accuracy and computation speed of fashion 
forecasting by using the artificial neural network algorithm belonging to artificial intelligence field based 
on correlation analysis. 

The sales dataset of 12 weeks have been collected. The arguments including the clothing retail 
price, seasonal index and cyclical index, the saleroom were set as output vectors and all data have been 
normalized by equation (1). 

(1)
where xi is every week data similar to input vector or output one, xmin and xmax are the minimum or 
maximum values of vector x respectively. 

Due to the steepest descent searching is used in the training of neural network, the tradition back 
propagation neural network may fall into local minimum, over-fitting, and weak normalization capability. 
The model based on genetic algorithm uses the genetic algorithm to select optimization variables to avoid 
these disadvantages. This method is very useful to dataset with a large number of input variables, such as 
more than 40 weeks. 

In order to obtain the optimization variables, the bivariate correlations between the input variables 
and the output vectors are calculated by equation (2). The arguments of clothing retail price, seasonal 
index and cyclical index should be selected by the step of optimization variables in fig. 1, eligible 
argument can be set as input variables. In this work, the saleroom belongs to output vectors. Then the 
Back Propagation neural network, which including input layer, two hide layers with 7 neurons and output 
layer, is used to predict the value.  
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, 
(2)

where xi and yi are every week data, x is the arguments such as clothing retail price, seasonal index and 
cyclical index, y is output vector.  

If the correlation coefficient corresponding to one variable is larger than the threshold value 0.4 
and has significant correlation that the significant level is less than 0.05, this variable can be set as an 
optimization variable. This process can also avoid the disadvantages as the same as the genetic algorithm. 
Because the computation of correlation coefficient is accurate and fast than genetic algorithm, figure 1 
shown the model of improved neural network.  

For the sequence of {Xi}, the historical data is X1 to Xn, and the Xn+1 can be predicted by the 
formula (3). The function f derive from the training of neural network with the historical data. 

, 
(3)

 

 
Figure 1 –  The model of improved artificial neural network 

 
The dataset of previous 11 weeks were set as training data and the latest one was used to test 

accuracy of the model. The back propagation neural network is used to forecast the saleroom. Figure 2(A) 
shown the relative error of predicted value in black line. The red line describes the model based on 
genetic algorithm. The relative error of testing are 11.7 % for the former and 10.8 % for the latter 
respectively. We have output the optimized arguments after genetic algorithm. The optimized arguments 
are clothing retail price, seasonal index and cyclical index still. This is the reason of the relative error has 
no great decreased. That is to say, this model is not suit to the sale forecasting with a small number of 
historical data. 

 
Figure 2 – The relative error between predicted and real value of different model 

 
In the first stage of our development algorithm, the correlation coefficients has been computed. 

The correlation coefficient between the seasonal index and saleroom was 0.956 and has significant 
correlation on 0.01 level. This variable is set as optimization input variable according to the improved 
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model. The correlation coefficient between the clothing retail price and the cyclical index were less than 
0.4, so these variables cannot be considered as input arguments. Only seasonal index is set as input 
variable in the following training and simulation. The relative error of testing data is 2.4 % that is much 
smaller than two previous models and the effect of the training is also very good. This result indicates that 
improved back propagation neural network is a better choice for sales forecasting. 
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