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Рассмотрены основные методы кластеризации -  группировки клиентов по схожим 
признакам, используемой в алгоритмах машинного обучения при анализе поведения клиен­
тов в электронной коммерции.

Электронная коммерция стала неотъемлемой частью мировой розничной торгов­
ли. Как и многие другие отрасли, купля-продажа товаров претерпела существенные из­
менения с появлением Интернета, и благодаря продолжающейся цифровизации совре­
менной жизни потребители по всему миру теперь могут воспользоваться преимуще­
ствами онлайн-транзакций. По мере стремительного роста доступа к Интернету и его 
внедрения число людей, совершающих покупки онлайн, постоянно растет. По оценкам, 
в 2025 г. объем розничных продаж в сфере электронной коммерции по всему миру пре­
высит 4,3 трлн долл. США и ожидается, что дальнейший рост составит до 10 трлн к 
2033 г. [1]. С развитием онлайн-торговли объемы собираемых данных стремительно 
увеличиваются.

Такое многообразие и объем данных открывают новые возможности для бизнеса, 
но одновременно требуют более сложных и интеллектуальных методов обработки. 
Именно здесь на первый план выходит машинное обучение -  область знаний, изучаю­
щая методы построения алгоритмов, способных автоматически улучшать свое поведе­
ние на основе накопленного опыта и данных [2].

Благодаря алгоритмам машинного обучения компании могут: формировать пер­
сонализированные рекомендации в реальном времени, оптимизировать ценообразова­
ние и автоматизировать сегментацию аудитории. Таким образом, переход от количе­
ственного роста продаж к качественной работе с данными становится ключевым фак­
тором конкурентоспособности в цифровой экономике.

Рассмотрим сегментацию клиентов подробнее. Сегментация и кластеризация кли­
ентов -  это два ключевых подхода к анализу аудитории, позволяющие компаниям 
глубже понимать поведение потребителей и выстраивать более точные стратегии взаи­
модействия. Сегментация представляет собой процесс разделения клиентов на группы 
по заранее заданным признакам, таким как демография, география, поведение.

Кластеризация, в отличие от сегментации, основана на алгоритмах машинного 
обучения и не требует заранее определенных критериев [3]. К наиболее популярным 
алгоритмам машинного обучения можно отнести k-means и DBSCAN.

Работа алгоритма k-means начинается со случайного выбора k центров кластеров, 
где k -  это заранее заданное количество групп. Далее каждый объект из набора данных 
присваивается тому кластеру, центр которого находится ближе всего согласно выбран­
ной метрике расстояния. После назначения всех объектов центры кластеров пересчи­
тываются как среднее значение координат всех точек, входящих в соответствующий 
кластер. Шаги (перераспределение объектов и обновление центров) повторяются ите­
ративно до тех пор, пока положения центров не стабилизируются или не будет достиг­
нуто заданное число итераций [4].
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Для эффективного внедрения алгоритма необходим достоверный и разнообраз­
ный массив данных, обеспечивающий высокое качество работы алгоритмов машинного 
обучения, но до начала работы алгоритма k-means должен быть осуществлен сбор дан­
ных и предварительная обработка, которая включает в себя очистку данных, интегра­
цию и преобразование.

Наиболее распространенным источником информации для анализа являются 
транзакционные данные, которые обычно включают следующие ключевые параметры: 
customer id, orders, avg_spend и discount_usage. Данные параметры были выбраны за их 
высокую информативность и практическую значимость для анализа поведения покупа­
телей. Customer_id -  это уникальный идентификатор клиента, который не участвует 
напрямую, но необходим для отслеживания пользователей. Orders (количество заказов) 
отражает активность клиента. Чем больше заказов, тем выше вовлеченность и лояль­
ность. Avg_spend (средний чек) показывает финансовую ценность клиента. Discount 
usage (частота использования скидок) характеризует чувствительность клиента к акци­
ям и промопредложениям. Это важно для определения того, как клиенты реагируют на 
скидки. Пример реализации алгоритма k-means показан на рис. 1.

# Масштабирование признаков
features = ['orders', 'avg_spend', 'discount_usage']
scaler = Standardscaler()
scaled_data = scaler.fit_transform(df[features])
# Кластеризация K-means
kmeans = KMeans (n_clusters=3, random_state=42)
df['cluster'] kmeans.fit_predict(scaled_data)

Рис. 1. Пример реализации алгоритма k-means

После применения алгоритма k-means к данным о клиентах сформировались не­
сколько групп (кластеров), каждая из которых отражает определенный тип поведения. 
Для визуализации работы алгоритма был создан график (рис. 2).
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Рис. 2. Кластеризация с использованием алгоритма k-means
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Таким образом, можно сделать вывод, что алгоритм автоматически разделил кли­
ентов на кластеры, каждый из которых характеризуется определенным стилем покупок. 
Кластер 3 включает наиболее ценных клиентов. Они доверяют бренду, покупают регу­
лярно. Их стоит удерживать через программы лояльности, эксклюзивные предложения 
и персонализированный сервис. Кластер 2 включает группу клиентов, обладающих вы­
сокой степенью реакции на ценовые стимулы. Для повышения их покупательской ак­
тивности целесообразно использовать ограниченные по времени предложения, сезон­
ные скидки и бонусные программы. Кластер 1 представлен преимущественно новыми 
или нерешительными клиентами с низким уровнем вовлеченности.

Кроме алгоритма k-means, который является одним из самых популярных методов 
кластеризации, существует и другой мощный подход -  алгоритм DBSCAN (Density- 
Based Spatial Clustering of Applications with Noise). В отличие от k-means, который тре­
бует заранее задать количество кластеров и предполагает, что они имеют примерно 
одинаковую форму и размер, DBSCAN работает на основе плотности данных. Он спо­
собен выявлять кластеры произвольной формы, автоматически определять их количе­
ство и эффективно обрабатывать выбросы, исключая их из кластеров [5].

Алгоритм DBSCAN особенно полезен в ситуациях, когда данные содержат шум 
или когда кластеры не имеют четких границ. Он группирует точки, находящиеся в 
плотных областях, и игнорирует те, что расположены изолированно [6]. Это делает его 
незаменимым инструментом при анализе сложных, неструктурированных или геогра­
фических данных, где традиционные методы, такие как k-means, могут давать искажен­
ные результаты. Пример реализации алгоритма DBSCAN приведен на рис. 3.

# Выбор признаков для кластеризации
features = ['orders', 'avg_spend', 'discount_usage']
scaler = Standardscaler()
scaled_data = scaler.fit_transform(df[features])
# Применение DBSCAN
dbscan = DBSCAN (eps-1.2, min_samples=3)
df['cluster'] = dbscan.fit_predict(scaled_data)

Рис. 3. Пример реализация алгоритма DBSCAN

Алгоритм DBSCAN группирует клиентов по плотности данных и автоматически 
определяет количество кластеров. Получившиеся кластеры представлены на рис. 4. 
DBSCAN успешно справился с задачей кластеризации клиентов по признакам, выявив 
две плотные группы, соответствующие различным моделям поведения. Обнаружены 
два четко выраженных кластера: кластер 1 клиентов с низкой покупательской активно­
стью и кластер 2 -  с высокой. Кластеры сформированы на основе плотности, а не гео­
метрической симметрии, что позволяет учитывать реальные особенности распределе­
ния данных.

Таким образом, можно сделать вывод, что кластеры, полученные с помощью 
k-means и DBSCAN на одном и том же массиве данных, не обязательно будут одинако­
выми и чаще всего они различаются. Это связано с тем, что данные алгоритмы исполь­
зуют разные принципы кластеризации и по-разному интерпретируют структуру дан­
ных. Например, с помощью алгоритма k-means получены три кластера, а с помощью 
алгоритма DBSCAN -  два.
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Рис. 4. Кластеризация с использованием алгоритма DBSCAN

Такие алгоритмы, как k-means и DBSCAN, являются мощным инструментом для 
принятия стратегических решений в бизнесе. К-means позволяет разбивать аудиторию 
на управляемые группы, что особенно полезно для маркетинга и планирования комму­
никаций, тогда как DBSCAN способен выявлять скрытые ниши, плотные группы кли­
ентов и аномальные паттерны поведения, которые не всегда видны при традиционном 
анализе. Зная к какому кластеру принадлежит клиент, компании могут точнее настраи­
вать рекламу, скидки и персонализированные предложения, повышая эффективность 
взаимодействия. Сравнивая кластеры во времени, можно отслеживать динамику пове­
дения клиентов и понимать, какие сегменты растут, а какие требуют дополнительного 
внимания.
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